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Welcome!
First, class logistics



Class logistics

• “Which CS6120 session should I enroll?” 

• 21600 (1:35pm session) and 21601 (my session) will 
teach the same material
• Grading, TAs, lectures, everything will be the same

• But make sure you are in the lecture session you’re  
enrolled in



Class logistics 

• Class website:  https://siwu.io/nlp-class/
• Gradescope: 

• link on class website
• Code to enroll this class: NGZDZP

• Ed Discussion: for asking questions 
• Link to join https://edstem.org/us/join/a9m5ff

• Lectures are not recorded. Slides will be posted after 
lectures

• We will not use Canvas

https://edstem.org/us/join/a9m5ff


“Why should I go to the lecture?”

• We encourage in-class interactions! 
• Ask questions. This is not an online class. Your tuition covers lectures, so 

enjoy it. Also office hours.

• For your projects, you have the option to do it in a group. Meet 
people in class and vibe check them.

• There will be in-class quizzes (beginning or end of a lecture).



About ChatGPT…







AI tools are great, but it’s crucial to remain an 
independent thinker
• Critical thinking skill is important, especially when you are 

exploring a new area of study.

• AI is not always right.
• It can easily trick you if you don’t already know the answer.
• ChatGPT is confident about factually wrong answers too. (Simhi et al.)

https://arxiv.org/abs/2502.12964
https://arxiv.org/abs/2502.12964




Now, let’s talk about language 
models



Natural Language Processing
Engineering
Computing 
Information theory
Statistics 
Signal processing
  

Human language
Linguistics 
Social science: psychology, 
sociology, cultural studies



Earliest records of written languages

Old Chinese, c. 1250 BC

Sumerian, c. 2600 BC
Egyptian, c. 2690 BC
(About 4700 years ago)



Why is language hard to process/study 
computationally?

• Language is messy and diverse. 

• Multilinguality: There are about 7,000 human languages.
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Ambiguity in language: garden path sentences



Why is language hard to process/study 
computationally?

• Language is messy and diverse. 

• Multilinguality: There are about 7,000 human languages.

• Each language possibly has multiple dialects (English, American vs 

British), and many sociolects (Gen Z vs Gen Alpha)

• Humans miscommunicate all the time. 

• Social context: We use different style of language in different social 

occasion: texting mom vs in-court vs answering business email.



Formal vs informal language

• Word choice
• Informal: The study checked out the health effects of passive smoking.
• Formal: The study examined the health effects of passive smoking.

• Complete rephrasing:
• Informal: This experiment worked out just fine.
• Formal: This experiment was successful.

• Contraction
• Informal: The outcomes of the study haven't been documented yet.
• Formal: The outcomes of the study have not been documented yet.

Examples from https://www.niu.edu/writing-tutorial/style/formal-and-informal-style.shtml 

https://www.niu.edu/writing-tutorial/style/formal-and-informal-style.shtml
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https://www.niu.edu/writing-tutorial/style/formal-and-informal-style.shtml
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Social convention 
and etiquette 



Why is language hard to process/study 
computationally?

• Language is messy and diverse. 

• Multilinguality: There are about 7,000 human languages.

• Each language possibly has multiple dialects (English, American vs 

British), and many sociolects (Gen Z vs Gen Alpha)

• Humans miscommunicate all the time. 

• Social context: We use different style of language in different social 

occasion: texting mom vs in-court vs answering business email.

• Various context length: a text, a paragraph, a chapter, a book…







Text comes in different sources

• Books
• News articles
• Social media posts
• Lyrics
• Movie scripts
• Texts
• Government: legislation, census data, filings, court recordings
• Business: internal comm (emails, reports), customer data (invoice, 

logs)
• Academia (publications: papers, books, reports)



Text comes in different format

• Printed
• Books
• Pamphlets
• Newspapers

• Digitized 
• Archived books in pdf, html, txt, json, jpeg, etc.
• Archived newspapers
• Records of social media postings (Reddit, Twitter)
• Audio transcriptions
• Image captions 



We still don’t really understand how human 
uses language entirely

• The linguistics war: form (syntax) first or meaning (semantics) 

first?

• Chomsky (internalist, generative grammar -> later generative syntax): 

language is acquired from an innate brain structure, syntax is 

independent of meaning

• Lakoff (internalist, generative semantics -> later cognitive linguistics): 

language is rooted in meaning, structures of syntax emerge from



We still don’t really understand how human 
uses language entirely
• Neuroscience:

• Classical (Broca/Wernicke): language is localized in distinct brain areas

• Modern: language relies on a distributed network in the frontal, temporal, parietal, and 

subcortical regions

• Mostly agree that language in the left hemisphere. Disagreements about what 

right hemisphere do.

• People with aphasia have damaged language network in the brain. They have 

trouble express and understand written and spoken language.



Biological/ Anatomical:



Organization of language functions

• View 1: Language is modular, with syntax, semantics, and 
phonology tied to specific cortical regions.

• View 2: Language is distributed and dynamic, with regions flexibly 
contributing depending on context and task.



Social/cultural:



We created language models

• To process language

• To generate language

• To study how humans communicate



Noisy channel model









Deciphering 



Shannon & Entropy 
To quantify uncertainty in predicting a message.





Figure from 
https://royalsocietypublishing.org/doi/full/10.1098/rsos.211837 

https://royalsocietypublishing.org/doi/full/10.1098/rsos.211837


https://www.youtube.com/watch?v=0shft1gokac 

https://www.youtube.com/watch?v=0shft1gokac


Surprise 



• https://www.ccs.neu.edu/home/dasmith/courses/cs6120/shanno
n/ 

https://www.ccs.neu.edu/home/dasmith/courses/cs6120/shannon/
https://www.ccs.neu.edu/home/dasmith/courses/cs6120/shannon/
https://www.ccs.neu.edu/home/dasmith/courses/cs6120/shannon/


Naive Bayes 



Figure from Jurafsky and Martin



Neural networks

Mcculloch and Pitts Model



Large language models 

• Still statistical models
• Still dependent on training data
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All language models are statistical

• The performance depends on the data its trained on
• The text source matters: quality, quantity, style, language coverage

• All learn language in terms of probability distribution over 
sequences (tokens, words, sentences, etc.)

• Poor at generating or even recognizing rare or unseen data
• Humans are much better at extrapolation/ few-shot generation

• We learn language without a whole million training data

• Evaluation of these models are also mostly statistical 
• Difficult to know the real performance if test dataset is biased or small.



LM in brains and machines

• Human:
• Learn from social interaction, 

exposure to language (written 
text, speech, sign language)

• Require much less text to master 
a language

• Can do next word prediction
• Can learn continuously
• Can make mistakes

• Machines:

• Learn statistical relationship of 
words from training data (text, 
speech, images)

• Require tremendous amount of 
text to master a language

• Can do next word prediction 

• Some can learn continuously*, 
it’s complicated 

• Can hallucinate





 Food for thought:
 What does it mean for 
language to sound/be 
more human?









What we will cover in this class

• Markov (finite-state, n-gram) LMs

• Linear classifiers

• Word embeddings

• Neural classifiers

• Morphology, syntax, and semantics

• Sequences, Attention, and Transformer LMs



What we will cover in this class

• A Taxonomy of Large Language Models

• Pretraining

• Generation

• Post-training: RLHF, DPO, and friends

• Prompting, In-context Learning

• Benchmarks and Experimental Design



What we will cover in this class

• Retrieval, Retrieval-Augmented Generation

• Summarization

• Multilinguality and Translation

• Language in Social Context



Guest lectures 

• Alexander Spangher (10/7): narrative and discourse

• Terra Blevins (11/4): multilingual learning

• Niloofar Mireshghallah (11/14): security & privacy

• Lucy Li (11/21): computational social science



Course project
• Groups of 1–4

• Initial pitch

• Research plan

• Sample data for evaluation

• Grade contract

• Presentation

• Final report

• Feedback on each step



Grading

• Five programming assignments (30%) - Individually

• Six quizzes (30%) - Individually

• Course project (40%) - In groups of 1– 4



To do:

• Join Gradescope, code to join NGZDZP
• Join Ed Discussion

• Link is on the class website
• I will make a post later for you to suggest topics to cover in our last lecture 

of the semester 

• Class website to bookmark: https://siwu.io/nlp-class 

https://siwu.io/nlp-class
https://siwu.io/nlp-class
https://siwu.io/nlp-class
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